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Summary  

Directive 2000/31/EC of the European Parliament and of the Council on certain legal as-

pects of information society services, in particular electronic commerce, in the internal 

market (Directive on electronic commerce) (‘eCommerce Directive’ – ‘eCD’) was 

adopted on 8 June 2000. Since then, the significance of information society services for 

European societies and economies has increased massively, leading to new policy chal-

lenges.  Moreover, many instances of the need for accountable information society ser-

vices have been manifested in the legal, societal and economic spheres in the frame-

work of specific individual cases. On 15 December 2020, the European Commission 

published a proposal for a Regulation on a Single Market for Digital Services (‘Digital 

Services Act’ – ‘DSA’), which would amend Directive 2000/31/EC. Building on the key 

principles set out in the eCD, which remain valid today, this proposal seeks to ensure 

the best conditions for the provision of innovative digital services in the internal mar-

ket, to contribute to online safety and the protection of fundamental rights, and to set 

a robust and durable governance structure for the effective supervision of providers of 

intermediary services. 

Bitkom supports the ambition of the Digital Services Act to strengthen the digital mar-

ket in the EU. The planned reform is an opportunity to establish a clear, horizontal, uni-

form and up-to-date, innovation-friendly legislative framework for providers of digital 

services. We aim for a legal framework that allows service providers to tackle the task 

of keeping the internet safe and play their parts in creating a healthier online environ-

ment. In addition, it is important to ensure the necessary cooperation between the 

Member States as well as adequate supervision of suppliers of digital services in the EU. 

Services which are active on the European market must comply with the legal provi-

sions applicable in the EU. To this end, it is of decisive importance that all relevant play-

ers work together in order to secure a functioning digital single market and adequate 

protection for consumers and users: Online intermediaries, rights holders, users, gov-

ernments and law enforcement all have their role to act responsibly and improve safety 

and trust in the Internet economy.   
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Bitkom would like to take the opportunity to comment on the framework proposed, high-

lighting our most urgent open questions and concerns. While this paper summarizes our 

initial evaluation of the four chapters of the proposal, we would be looking forward to also 

commenting on further issues and in more depth in the course of the legislative process. 

 

Chapter 1: General Provisions 
 

The distinction between mere hosting providers and online platforms according to the 

proposed definitions needs to be further clarified. The draft definition in Article 2 (h) pro-

poses ‘dissemination of information to the public’ as the criterion to distinguish online 

platforms from mere hosting providers. ’Dissemination to the public’, in turn, is defined in 

Article 2 (i) as ‘making information available […] to a potentially unlimited number of third 

parties’. In general, Bitkom supports taking the functionalities and technical architecture 

of services into account when defining their obligations. Using the criterion ‘dissemination 

of information to the public’ in order to distinguish between mere hosting providers and 

online platforms is reasonable, justified, and well-tailored. It is important for the protec-

tion of the overwhelming majority of law-abiding users to see their privacy secured when 

sharing material on a (cloud) service, which is explicitly designed not to be accessible to 

the public. This right to privacy and data protection must be carefully balanced against the 

danger of dissemination of illegal content online.  

Cloud services which are not effectively designed and intended to be used for the dissemi-

nation of content to the public should only be classified as hosting services to avoid the 

risk of them inadvertently being subject to the due diligence requirements for online plat-

forms. Particularly in case of business-to-business cloud services, it is the customer of the 

cloud service provider - and not the cloud service provider itself – who not only owns but 

controls the content stored. The moderation of content in the cloud may be de facto im-

possible for the service provider due to a lack of technical capabilities to identify and re-

move individual pieces of content or for privacy and contractual reasons. The primary pur-

pose of cloud services is not to disseminate information to the public, but rather to allow 

users to store and share personal or professional content stored and shared in closed 

groups. In addition, many cloud service providers already implement strong safeguards to 

prevent fraudulent businesses from using their services (e.g., contractual obligations in 

service contracts, security-based services against fraud).  

As a consequence, any obligation to remove or disable access to illegal content should first 

be put on the customer or end-user who has made available the content. Services deeper 

in the internet stack acting as online intermediaries should be required to take proportion-

ate actions where the customer or a service provider closer to the customer fails to remove 

the illegal content, unless implementation of the required action is technically impractica-

ble. 
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The DSA should take this complexity into account and – as already reflected upon to some 

extent by recital 26 last sentence and recital 27 first two sentences - not subject cloud ser-

vices to the strict due diligence requirements that apply to online platforms.  Such an ap-

proach is in line with the definition in Article 2 (h), which states that ‘online platform’ 

means ‘a provider of a hosting service which, at the request of a recipient of the service, 

stores and disseminates to the public information, unless that activity is a minor and 

purely ancillary feature of another service and, for objective and technical reasons cannot 

be used without that other service, and the integration of the feature into the other ser-

vice is not a means to circumvent the applicability of this Regulation‘. It should, however, 

be clarified that this also applies to ancillary features of cloud services themselves and not 

to only ‘another service’ – otherwise cloud services that don’t have as their main feature 

the dissemination to the public nevertheless risk to be qualified as online platforms. Only 

if cloud services are effectively designed and intended to be used for the dissemination of 

content to the public, comparable to an online platform, the additional requirements for 

online platforms should apply.  

To ensure coherence with the Audiovisual Media Services Directive, the definition of 

‘online platform’ should not cover services which aggregate services for which editorial 

control is present and which are subject to regulatory scrutiny, such as non-linear audio-

visual services. 

 

Chapter 2: Liability of providers of intermediary services 
 

Bitkom welcomes that the European Commission acknowledges and reinforces in Article 

3, 4, 5 and 7 of its draft proposal the general principles of the eCommerce Directive – the 

graduated liability framework as well as the ban on general monitoring obligations. Those 

principles are the fundamental building blocks for the protection of fundamental rights 

online, including the freedom of expression and information, and have been decisive in 

enabling the development of the thriving European digital single market.  

Open questions remain regarding Article 5 (3), which proposes an exception from the lia-

bility protection with regard to consumer protection law. We believe that this provision 

would benefit from additional language clarifying that it does not amount to a new regu-

lation but rather echoes the status-quo under the existing eCommerce Directive. In addi-

tion, it should be clarified that online platforms which forward customers to a third-party 

website to conclude the contract there are not within the scope of this exception from the 

liability protection.  
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We welcome the introduction of the Good Samaritan principle in Article 6, which clarifies 

that voluntary own-initiative investigations do not, in and by themselves, prevent service 

providers from benefitting from the liability exemptions. Providers of online platforms 

should be encouraged to take proactive voluntary measures to detect and eventually re-

move illegal and potentially harmful content from their platforms – and not deterred from 

doing so, reflecting the current legal framework.  

Having said that, any provision on voluntary measures should be very clearly defined as to 

its scope and limits. Under the proposed wording, the scope of the protection offered to 

online intermediaries by Article 6 remains unclear. Article 6 would benefit from further 

clarity by reference to acquiring ‘actual knowledge’ under Article 5. Further, the catch-all 

provision under ‘requirements of Union law’ is vague, unclear and unnecessarily broad. Fi-

nally, it should be clarified that such voluntary activities and actions can be pursued by au-

tomated or non-automated means. 

We welcome the steps taken in Article 8 and 9 of the proposal to clarify how authorities 

can indicate illegal content to and request information from platforms. However, further 

clarifications are needed. Firstly, the relationship between such orders and notice and ac-

tion requests according to Article 14 should be further elaborated upon. In our view it 

would not be acceptable that by choosing between those two measures authorities can de 

facto decide whether legal safeguards apply, e.g. whether platforms will have instruments 

at their disposal to challenge the notice/order or not. Procedural rules should be inserted 

to clarify how providers can challenge orders that lack a proper legal basis, have been is-

sued neglecting procedural safeguards, are unsubstantiated, unsuited, unjustified or dis-

proportionate. Providers need clear and effective means to do so without having recourse 

to lengthy and costly court proceedings.   

Secondly, it is important that any future legal and regulatory regime in this area does not 

undermine the country of origin principle - which remains a key pillar to the functioning of 

the EU internal market - or lead to fragmented enforcement with competing and contra-

dictory outcomes. Article 8 and 9 (and 14) should therefore be aligned with Article 3 of the 

eCommerce Directive, according to which ‘Member States may not, for reasons falling 

within the coordinated field, restrict the freedom to provide information society services 

from another Member State’ and, if they wish to do so, first need to consult with the 

Member State of establishment as well as the Commission. The same procedure needs to 

apply with regard to orders under the DSA. Due to prevailing cultural differences and dif-

ferent legal approaches among Member States when it comes to defining certain kinds of 

illegal content, such as hate speech, orders in some instances must be regarded as prob-

lematic.  
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Thirdly, it should be clarified whether orders under Article 8 refer to such requests as men-

tioned in Article 5 (4) by courts or administrative authorities to service providers instruct-

ing the latter to terminate or prevent an infringement.  

If the DSA foresees cross-border information provision orders, Article 9 should be aligned 

with the e-Evidence Regulation. There should be a single decision on orders to provide in-

formation by the lead authority of the service providers’ Member State of main establish-

ment. 

 

Chapter 3: Due diligence obligations 
 

The DSA addresses a broad range of service providers from different sectors as well as dif-

ferent types of content.  We welcome the idea of a horizontal regulatory approach cover-

ing all information society services and the preservation of the fundamental principles of 

the eCommerce Directive for all of these services. However, a differentiated approach in 

the structuring of service providers’ obligations is needed which takes into account the 

specific platform and content types. There needs to be more flexibility with regard to 

measures service providers can use in order to comply with the new legislation. Many of 

the obligations in this proposal are very detailed, and non-observance is punishable by 

fines. Due to the broad variety of business models and types of content disseminated we 

suggest, generally speaking, to reduce the degree of detail within the individual obliga-

tions and take the differences between platforms and content into account when it comes 

to enforcement of these rules.  

 

Provisions applicable to hosting service providers: 

We welcome the introduction of EU-wide standards for notice and action mechanisms in 

Article 14. For all legal remedies and anti-abuse mechanisms, information is decisive for 

identification, although any standard must be technologically neutral and future proof. 

The more specific the conditions for a communication, the better, more seamless and 

rapid the processing operation and reaction. For the sake of legal clarity, the provisions on 

how to deal with (repeated) abusive communications that can be found in Article 20 (2) 

and (3) of the draft should be placed under Article 14.  

The current wording of Article 14 (3) suggests that a platform will be deemed to have ac-

tual knowledge or awareness with regard to Article 5 once the elements mentioned in Ar-

ticle 14 (2) are fulfilled. Here, it should be clarified that notices only give rise to awareness 

but not necessarily to knowledge of the illegality of the content. Article 5 ensures there is 

no instant liability - however, awareness means the platform must process and take a 
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decision in respect to the information to which the notice relates, as pointed out in Article 

14 (6). In some instances, the illegality of an information is obvious, or the platform ob-

tains additional certainty due to the notice coming from a trusted partner. In other in-

stances, however, depending on the nature of the intermediary and of the illegal content, 

it may be difficult for the intermediary to determine whether content is illegal and, there-

fore, the provider cannot be understood to have actual knowledge of an illegality simply as 

the result of the notice. This needs to be taken into account and a balance struck between 

ensuring clearly illegal content is dealt with responsibly and swiftly whilst platforms con-

tinue to receive the benefits of the liability protection (Art. 5) in respect to content which 

is not so easy to assess for illegality. Accordingly, the wording of Article 14 (3) should be 

clarified to reflect this. In unclear cases, the platform should nonetheless be authorized to 

take action to prevent the incriminated content to continue to be accessible until further 

clarification. 

Article 14 (2) (b) requires a notice to give a ‘clear indication of the electronic location of the 

information’, but then specifies that this requires ‘in particular the exact URL or URLs’. This 

requirement is technologically too specific, as it is oriented towards websites only and 

thus not future proof, as we already see illegal content or products being offered in other 

technical ways, such as apps, where locations are not defined by URLs. Instead, Art. 14 

should use the same terminology as in Art. 8, which requires notices (in this case by au-

thorities) to provide ‘one or more exact uniform resource locators’. Alternatively, ‘in partic-

ular the exact URL or URLs’ could be replaced by ‘such as the exact URL or URLs’. 

After taking down illegal products, some E-Commerce platforms already voluntarily notify 

customers of unsafe products sold to them by third party sellers based on information 

from manufacturers, market surveillance authorities or public recall websites. While such 

practices do not necessarily work in all circumstances and across all platforms, they could 

be seen as a way forward with respect to the online sale of unsafe illicit products. 

The obligation in Article 15 to disclose ‘the facts and circumstances relied on in taking the 

decision’ within a provider’s statements of reasons in certain instances raises concerns 

with regard to the protection of users. In the context of decisions on taking down content 

such as hate speech, terrorist content or child sexual abuse material (CSAM) it would be 

problematic to let the uploader of such content know exactly which facts and circum-

stances were relied on when taking the decision, such as notices received by other us-

ers/organizations. Giving too detailed statements of reasons could lead to these bad ac-

tors gaming the services’ content moderation systems or getting to know who reported 

their content.  
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Additional provisions applicable to online platforms 

While we believe that functioning appeal systems are important, the DSA should help en-

sure that services are able to devise and implement such systems responsibly and with all 

equities in mind. Article 17 on the internal complaint-handling system needs to contain 

additional safeguards to ensure that notifiers’ information is protected during the com-

plaint handling process, so identities are not revealed to users who upload, for example, 

terrorist or CSAM content. Inflexible requirements around complaint handling could also 

imperil investigations in case a user is notified about removal, for example, if law enforce-

ment has sought removal of CSAM content. 

The scope of the Out-of-Court dispute settlement proposed in Article 18 is too broad. It 

should be reviewed in light of the proportionality principle, limited to decisions taken with 

regard to illegal content and aligned with the Platform to Business and Consumer Redress 

Regulation as well as the Audiovisual Media Services and Copyright Directive. In its current 

form, Article 18 could be abused by bad actors to arbitrate every content removal across 

EU Member States at a company’s expense. Platforms remove billions of pieces of content 

from bad actors trying to spam, trick, or defraud users. Enabling bad actors to access out-

of-court dispute settlement processes could slow down the process for legitimate seekers 

of redress. Therefore, Article 18 should offer exceptions for content like spam. In addition, 

we propose adopting the language of the platform to business regulation, which requires 

platforms to consider any request for mediation in good faith. This scheme would allow 

platforms to reject out-of-court dispute settlement in obviously abusive cases while in 

case of doubt they would need to explain why they did so.  

The system proposed in Article 18 further does not strike a fair balance between online 

platforms and recipients of the service. The former shall be bound by the decision of the 

dispute settlement body while the latter can still seek judicial redress against the decision. 

The same option should be available for online platforms – therefore, the decision cannot 

be ultimately binding on either party. It should further be clarified that in case of decisions 

taken following orders from authorities or courts no dispute settlement involving the 

online platform is available. Finally, it should be clarified that recipients of the service first 

need to exhaust the platform’s internal complaint handling system. 

Because trusted flaggers are envisaged in Article 19 to receive preferential treatment over 

notices from other users, it is vital to ensure that trusted flaggers are indeed entities 

whose notices are especially helpful for the platform concerned, in line with current prac-

tices. Granting Digital Services Coordinators the power to solely appoint trusted flaggers is 

not appropriate - the platform should also be involved in awarding that status. Moreover, 

the obligation to grant preferential treatment to notices of trusted flaggers should not be 

absolute – there might be situations in which the platform needs to give priority to other, 

very urgent notices. In order to ensure that any abuse of the trusted flaggers system can 
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be swiftly addressed, Article 19 (6) should specify that Digital Services Coordinators deal 

with complaints on trusted flaggers in a timely manner. 

Cooperation with trusted flaggers, which should include 'trusted corporates', e.g. brand 

owners that have legal departments in place responsible for checking for, and taking ac-

tions with respect to, intellectual property infringements should be encouraged. The exist-

ing voluntary cooperation mechanisms between platforms and rights holder work well in 

many instances and should not be compromised by the new system under the DSA. Plat-

forms should continue to be able to appoint individual companies as trusted corporates 

under their cooperation mechanisms in order to eliminate infringements of intellectual 

property.  

The proposed measures against misuse in Article 20 are too detailed and should leave 

more scope for flexibility for providers of online platforms. They should be allowed to take 

proportionate but effective measures to prevent repeated upload of illegal content de-

pending on the type of content and severity of the infringement. Providers might warrant 

a permanent suspension (e.g. after a judicial decision), a temporary suspension until the 

recipient commits to stop uploading illegal content or dispense from the requirement of a 

prior warning.  

It should be clarified that providers of online platforms cannot be held liable for any failure 

to act on a notice submitted during suspension of the submitter. Whether online plat-

forms suspend the processing of notices and complaints should rest within their discretion 

and not be made obligatory. The platform should also be free to remove identical or equiv-

alent content and close other accounts the seller might manage as well as prevent 

him/her from opening new accounts. Coherence should be ensured with the obligations of 

the Platform to Business Regulation with regard to restriction, suspension and termina-

tion of intermediation services to business users. Moreover, measures to disincentivize un-

founded and abusive notices should be integrated. 

We recognize the desire for greater transparency and traceability of traders on platforms 

and support the Commission’s approach. Traceability of traders is an important tool for 

platforms to prevent misuse of their services, to dis-incentivise bad actors online and to 

provide a safe and trusted environment for their customers. To make the proposed regula-

tion in Article 22 more specific, we would recommend to refer to the specifications on the 

'Know Your Business Customer' principle in the own-initiative report of the committee on 

the internal market and consumer protection preceding the publication of the Commis-

sion’s proposal on the Digital Services Act. It specifies that this obligation should be 'lim-

ited to the direct commercial relationships' of the platform. The traceability of traders sys-

tem in the DSA should furthermore be coherent with similar systems in other areas in 

which such (legal) obligations already exist, such as money laundering, in order to prevent 

double regulation.  
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The requirement in Article 22 (1) (d) for the platform to obtain information on the eco-

nomic operator, which relates to the individual product and not to the trader, may be un-

realistic. At the moment of account creation by the trader, not all economic operators will 

be known as these can differ for every product in a trader’s catalogue which itself will 

change over time. In addition, we would like to receive clarification on the intended pur-

pose behind the requirement in Article 22 (1) (f) for the platform to obtain a self-certifica-

tion by the trader committing to only offer products or services that comply with the ap-

plicable rules of Union law. 

With regard to the requirement in Article 22 (2) to make reasonable efforts to assess the 

reliability of the information provided by traders, it should be defined what ‘reasonable ef-

forts’ amount to and coherence ensured with the obligations in the Consumer Omnibus 

Directive. Over time, it should be the traders’ obligation to update their information as it 

changes. Online platforms should remain free to remove products or suspend sellers as 

soon as it becomes evident that the information given are false. Doing so will give the nec-

essary leverage to ensure compliance by sellers, while ensuring that no inaccurate or in-

complete information remains online. 

In order to ensure effective removal of illegal content, we suggest an amendment to Arti-

cle 22(5) to clarify that the contact details and the identity of the trader should also be 

provided to law enforcement authorities and rights holders to allow them to pursue legal 

action.  Where the online platform has been notified of action against a trader, they shall 

be obliged to maintain the information obtained pursuant to Art 22(4) until resolution of 

the action, and should not delete the information on expiry of their contractual relation-

ship with the trader. 

Under the transparency reporting obligations for providers of online platforms in Article 

23, we would recommend that dispute-settlement bodies publish information on their 

procedures according to Article 23 (1) (a) rather than platforms since they have this infor-

mation available anyways and are best placed to present them. In addition, it is not com-

prehensible why platforms should be obliged to publish information on the average 

monthly active recipients of the service in each Member State according to Article 23 (2). 

Such information can be detrimental to competition in the single market and is not help-

ful for the average user to obtain. Instead, such information should only be made available 

to competent authorities/ the Digital Services coordinator responsible on request. Moreo-

ver, any transparency obligation should comprise protective measures against passing on 

business secrets. The templates concerning form, content and other details of reports the 

Commission may lay down according to Article 23 (4) would most likely be too rigid to take 

into account the different business models of online platforms. Providers should be 

granted flexibility in portraying their efforts in tackling illegal content. 
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The proposed rules on online advertising transparency in Article 24 should not be applica-

ble to marketplaces as we don’t see the benefit for consumers to receive such information 

for standard advertisement displayed there. The rules also seem to lead to an unequal 

playing field with offline advertising for which the provision of such information is not re-

quired. It would be more appropriate to require online platforms to include general infor-

mation on advertising practices in their terms and conditions instead of requiring the in-

formation for each piece of advertisement.  

 

Additional obligations for very large online platforms 

Linking regulation to threshold values such as user volume, as suggested by the proposal 

for very large online platforms (VLOPs) in Article 25, broadly reflects a notion of propor-

tionality – the idea that services with a high user volume and reach have a greater societal 

and economic relevance and thereby responsibility. Even if this notion of proportionality is 

correct and reach remains the decisive factor, it may be inappropriate or ineffective to link 

regulation only to specific threshold values.  

When it comes to determining which platforms should take additional measures to pre-

vent the dissemination of illegal content, additional qualitative risk-based factors should 

also be considered. The provider with most monthly users might not necessarily be the 

one most likely to disseminate illegal content. Therefore, we propose a mechanism which 

allows platforms exceeding the threshold to be qualified as a very large online platform to 

appeal to the award of that status by laying out why - despite their reach - the assumed 

risks with regard to dissemination of illegal content are not present. 

In the threshold set by the Commission proposal it is furthermore unclear how ‘active re-

cipients’ can be defined. 

The obligations around risk assessment and mitigation as they are formulated now in Arti-

cle 26 and 27 as well as powers granted to the Commission with regard to codes of con-

duct in Article 35 of the proposal could lead to a regulation of legal content through the 

back-door. According to recital 68, ‘possible negative impacts of systemic risks on society 

and democracy, such as disinformation or manipulative and abusive activities’ is an area in 

which codes of conduct should be considered. The recital further states that ‘adherence to 

and compliance with a given code of conduct by a very large online platform may be con-

sidered as an appropriate risk mitigating measure. The refusal without proper explana-

tions by an online platform of the Commission’s invitation to participate in the application 

of such a code of conduct could be taken into account, where relevant, when determining 

whether the online platform has infringed the obligations laid down by this Regulation’. 

This could render codes of conduct on harmful but legal content effectively binding on 

very large online platforms, which runs counter the Commission's stated intent to protect 
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lawful content and limit the DSA obligations to illegal content. In the explanatory memo-

randum to the DSA, the Commission states that lawful but harmful content ‘should not be 

subject to removal obligations, as this is a delicate area with severe implications for the 

protection of freedom of expression’. The provisions mentioned, however, risk doing just 

that. While we do see the importance of tackling harmful but legal content such as disin-

formation and welcome the Commission’s activities in this area, also within codes of con-

duct, we do think these issues should be treated separately and not introduced to the DSA 

through the back-door of quasi-binding codes of conduct rather than through democratic 

processes. 

According to Article 28, very large online platforms should be subject to regular independ-

ent audits. We recognize the importance of reviewing the risk assessments and risk miti-

gation measures of very large online platforms by independent experts to provide regula-

tors with meaningful insights into how VLOPs are attempting to meet DSA obligations. 

However, we would propose to conduct regular audits only every second year in order to 

have meaningful time frames for audit activities. In addition, platforms should be given 

reasonable time to create an audit implementation report - the deadline of one month is 

too short, as some recommendations may require significant technical changes that need 

time for adequate planning.   

 

Chapter 4: Implementation, cooperation, sanctions and enforce-
ment 
 

Improving legal enforcement is a central concern. We welcome that the Commission aims 

to strengthen cooperation between national supervisory authorities to ensure consistent 

enforcement of rules across the EU. However, there remains some uncertainty with regard 

to the appointment and powers of the Digital Services Coordinator/national competent 

authorities versus the European Commission’s role and the role of the Board. More clarity 

in this area would be welcomed. Given the fundamental role to be played by the Digital 

Services Coordinators in ensuring the consistent application of the DSA, it is essential that 

they have sufficient knowledge of the range of platform services covered by the Regula-

tion. We have some concern with regard to the oversight and enforcement role granted to 

the European Commission. The powers seem disproportionate and there is a lack of safe-

guards to better frame this power. We would therefore recommend focussing more on the 

due process and other safeguards around competent authorities exercising their powers. 

Bitkom welcomes that the Commission maintains the attribution of Jurisdiction according 

to the country of origin principle in Article 40. This principle constitutes a basic condition 

for providers’ free choice of place of establishment and the free movement of digital ser-

vices in the EU digital single market. For this reason, coherence needs to be ensured with 

the provisions on jurisdiction in the eCommerce Directive and possibly also the 
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Audiovisual Media Services Directive. In order to strengthen the country of origin principle, 

the DSA should  clarify that any derogations from the country of origin principle within the 

coordinated area must be exceptional, on a case-by-case basis only, clearly aligned with EU 

legal frameworks and that there must be a clear process for notifying the Commission and 

respective Member States of establishment. Additionally, we would propose introducing 

an enforcement process in order to deal with impermissible derogations by Member 

States.  

Due to prevailing differences between Member States’ understanding and therefore con-

tinued lack of a common definition of what constitutes illegal content, full harmonization 

of actions against such content will mostly likely not be achieved by the DSA. This, how-

ever, makes the country of origin principle even more important in order to limit fragmen-

tation to a minimum. In the new cooperation mechanism proposed by the Commission it 

is of utmost importance that competencies and responsibilities are clearly assigned be-

tween authorities, making it easier for the service providers to know their ‘go-to’ points – 

here, the Digital Services Coordinator can play an important role to clarify and simplify the 

competencies of national authorities.  

Concerning penalties as laid down in Article 42, the DSA should clarify that these are in-

tended to apply only to systematic failure to comply with the obligations of the DSA. Fur-

thermore, it should be clarified how the maximum fines will be calculated exactly. 

 

 

 

 

 

 

 

 

 

 

Bitkom represents more than 2,700 companies of the digital economy, including 1,900 direct members. 

Through IT- and communication services alone, our members generate a domestic annual turnover of 190 

billion Euros, including 50 billion Euros in exports. The members of Bitkom employ more than 2 million peo-

ple in Germany. Among these members are 1,000 small and medium-sized businesses, over 500 startups and 

almost all global players. They offer a wide range of software technologies, IT-services, and telecommunica-

tions or internet services, produce hardware and consumer electronics, operate in the digital media sector or 

are in other ways affiliated with the digital economy. 80 percent of the members’ headquarters are located 

in Germany with an additional 8 percent both in the EU and the USA, as well as 4 percent in other regions of 

the world.  Bitkom promotes the digital transformation of the German economy, as well as of German soci-

ety at large, enabling citizens to benefit from digitalisation.  A strong European digital policy and a fully inte-

grated digital single market are at the heart of Bitkom’s concerns, as well as establishing Germany as a key 

driver of digital change in Europe and globally. 


