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When it comes to the current conversation on social change, the area of Machine Translation 
(MT) is becoming the epitome of a dystopian future, with highly qualified linguists and professi-
onal translators being replaced by Artificial Intelligence (AI). In the area of machine learning, MT 
is one of the few fields that is already sufficiently developed that the use of AI is already a reality. 
Nevertheless, in the professional language market – the domain of professional translators – MT 
is only used on a small scale to translate content. Rather, the technology, used with general or 
generic language models, currently serves to give people a basic understanding of texts written 
in a foreign language that they do not know. It covers situations in which one may have consul-
ted a friend who is a native speaker, but certainly not a professional translator. 

The past decade has seen rapid developments in MT. In particular, the emergence of Neural Machi-
ne Translation (NMT) is something of a quantum leap in the translation of language by machines. 
Nevertheless, the technology is far from able to replace professional human translators.

The technology underlying this approach uses neural networks which can detect relationships 
between the source and target languages. The software uses data from previous translations to 
learn sentence structures and linguistic correlations. The approach aims to make the translated 
language fluent and easy to understand. 

The quality of translation using neural networks, however, depends entirely on the quality of the 
data with which they are trained. To achieve high-quality translations, the neural networks need 
to be fed client- and subject-specific data, and even then, the way in which the technology is 
applied in the process is critical in achieving high language quality. In terms of professional 
linguistics, humans continue to play the most important role.

Generic MT is not suitable for professional use

Popular and, for the most part, free online tools such as Google Translate and DeepL use so-cal-
led generic MT models that are trained with the broadest possible data set. These tools can be a 
great help when it comes to translating texts in everyday language to obtain a general under-
standing (so-called »gisting«). For use in a professional environment, where the quality and 
consistency of the language used are the most important requirements for the text, a different 
picture emerges. For example, a study by the Swiss Confederation concluded that generic MT is 
not suitable for translating documents for publication and »clearly reaches its limits when 
translating technical texts.«1 The study also concluded that although translations using DeepL 
produced fluid texts in the target language, analyses by professional translators revealed cont-
ent errors that a layperson would be unlikely to notice.

Generic MT is therefore not suitable for standardized use in a professional context, particularly 
in the translation of technical texts, and without being edited by a professional translator. 

1	 Swiss Confederation (November 19, 2019). Report on DeepL test. Retrieved April 5, 2020, from ↗https://uepo.
de/wp-content/uploads/2019/12/schweiz_bericht_deepl-test_2019.pdf
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Instead, as already mentioned, the technology serves as a basis for a rough understanding of the 
content of texts.

The reason for this is obvious, as MT is like all other areas of machine learning; the quality of 
decisions, categorization, or in this case the translation itself, increases with the quality of the 
data used to train the model. The narrower the focus and the area of application, the better the 
language produced.

For professional translations, generic MT systems are not a great help. The effort involved in 
post-editing (PE) the translation does not lead to efficiency gains when compared to the use of 
rule-based productivity tools. These types of tools, such as Computer Aided Translation (CAT) 
tools, which use translation memory technology, enable professional translators to transfer 
previously translated terms or entire sentences to the target text more quickly, and simplify the 
application of specific terminology.

	Customized models enable vast increases in productivity

For MT to be useful in a professional context, the models need to be adapted to specific needs 
and situations to increase the quality of the translation as much as possible. These customized 
MT models do not differ fundamentally in terms of the technology used, but rather in the selecti-
on and processing of the data used for training.

By restricting the selection of training data to a specific area, for example, using only language 
data from the field of mechanical engineering, the models are better able to learn technical 
terms and subsequently use them in the actual translation. The increase in quality of language 
thus achieved is already obvious, but this approach still fails to produce translations that can be 
published without requiring further proofreading.

Nevertheless, customized models enable immense increases in productivity when they are 
applied as part of a workflow that includes subsequent proofreading by a professional translator. 
In such cases, the productivity gains can be measured by comparing the number of words a 
professional translator can translate to publishable quality per hour.

As part of a study by Lengoo – a language technology company focusing on technical translations 
with a client in the telecommunications industry – the number of words translated per hour was 
examined in an experiment. The experiment design compared the four different approaches 
detailed below. Approach D is the workflow applied at Lengoo, while approaches A, B, and C serve 
for comparison and correspond to other typical translation workflows:

A)		 Manual translation by a professional translator without using productivity tools

B)		 Manual translation by a professional translator using rule-based productivity tools (the CAT 
tool »MateCat« and a translation memory from the client)
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C)		 Translation by a generic MT model (e.g. GoogleTranslate or DeepL), with subsequent 
post-editing by a professional linguist

D)		 Translation by a customized MT model trained on the client’s translation memory, with 
subsequent post-editing of the translation by a professional linguist

The same 20,000 words of customer service documentation were translated from German into 
English following each of the four processes. The professional translators involved have compa-
rable professional experience and linguistic ability in both the source and target languages. The 
texts were divided into individual packages of 1,000 words each. The time taken by each profes-
sional translator to complete the translation was recorded for each individual package.

On average, a professional translator in experimental approach A produced 250 words of publisha-
ble text in 60 minutes. In experimental approach B, professional translators produced an average 
of 450 words in 60 minutes. Speeds of 400 words per hour were achieved for experimental appro-
ach C, which involved post-editing of the content after it had been translated using a generic 
model. For experimental approach D, using MT with a customized model for the translation, which 
was then post-edited by a professional translator, the output increased to 1,300 words per hour.

The results of the study are clear: the use of MT with customized models can significantly increa-
se productivity for professional translators. When compared to both translation using rule-ba-
sed productivity tools and generic MT, increases of approximately 200% can be achieved.

Abbildung 1: Comparison of translation speeds

The potential of customized NMT models is therefore not for the technology to replace human 
translators, but rather to support them in their work and considerably increase their productivity.

A

Professional 
translator not using 

productivity tools

B

Professional translator 
using rule-based 
productivity tools

Translation by a generic 
model + post-editing 

by a professional 
translator

Translation by an 
individualized model 

+ post-editing by a 
professional translator

C D
0

500

1.000

1.500

Words translated 
per hour

250

450 400

1.300

»By restricting the 
selection of training 
data to a specific 
area, for example, 
using only language 
data from the field of 
mechanical enginee-
ring, the models are 
better able to learn 
technical terms and 
subsequently use 
them in the actual 
translation.« 



	 Artificial Intelligence in Technical Translation	 6
AI: Science over Fiction

	Language models have to learn technical terminology and 
apply it consistently

The translation of highly complex content such as construction manuals, technical documentati-
on for maintenance instructions, or pharmacological content such as product declarations or 
process descriptions requires a high degree of consistency and the precise use of specific termi-
nology. These demands on the quality of the translation pose significant challenges for NMT 
technology as, unlike in rule-based systems, the integration of termbases and glossaries is rather 
complicated.

Models used for NMT are in no way designed to give priority to specific terminology in the 
translation or to translate previously translated content in exactly the same way as it was before. 
The current use of neural networks in MT in the context of so-called attention-based MT is based 
on the vectorization of individual words. This vectorization assigns each word to be translated a 
certain value, which is affected by the words immediately surrounding it. This means that the 
vectorization permits contextualization in the translation, which in turn, allows NMT models to 
produce language which flows as naturally as possible, i.e. a tone of voice with variety. It is, 
however, precisely this variation that stands in the way of the linguistic consistency which is so 
important when languages are used professionally. 

Throughout the first decade of the 21st century, statistical MT was criticized for its linguistic 
monotony, unnatural flow of language, and frequent lack of logic. Today, it is precisely the 
advantages of this supposedly old technology that NMT lacks, which would allow its use in a 
professional linguistic context.

That said, the compatibility of glossaries with NMT is the subject of current research. The most 
promising method is to expand the training data set to include specific terminology and to mark 
the terms contained in a glossary. These marked terms will have a greater weight in the training 
and the model thus learns to give these terms preference in the translation.

This use of such »terminology constraints«2 thus leads to a more accurate translation by NMT 
models without resorting to rule-based tools. Using this technique can result in significantly hig-
her translation quality.

This technique is used by Lengoo for a client in the pharmaceutical industry and achieves remar-
kable results, as the example shows.

2	 Dinu et al. (2019). Training Neural Machine Translation to Apply Terminology Constraints. Retrieved April 10, 
2020, from ↗https://www.aclweb.org/anthology/P19-1294.pdf
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Abbildung 2: Comparison of translation by an NMT model before and after implementing terminology constraints

Using this technique leads to a significant increase in quality of language with a more appropri-
ate use of technical terms and specific wording. Although the technique does require significant 
manipulation of the training data in order to change the weighting of the terms and sentence 
structure, the increase in translation quality justifies the increased effort.

Training with synthetic data can increase translation quality

The use of AI in translation, as in all other fields where AI is employed, is limited by two main 
factors: available computing power and the availability of high-quality data.

The availability of language data is not often guaranteed, especially in the field of natural langu-
age. In so-called low-resource language pairs, i.e. language pairs for which insufficient parallel 
data is available for training neural networks, data scientists apply techniques that can reduce 
the dependence on training data in both languages (target language and source language).

One of these methods uses so-called back translation to artificially synthesize training data. This 
synthesis involves the fully automated backward translation of high-quality text in the target 
language into the desired source language (i.e. in the opposite direction to a typical sour-
ce-to-target translation). This uses translation models that are optimized on the basis of the 
decoder, the part of a translation model that is responsible for the production of language, that 
is to say, the target language.3

Based on the premise that the quality of the language used in monolingual data, i.e. texts 
already written in the target language, is higher and available in larger quantities, it is precisely 

3	 Language models use an encoder, which is responsible for understanding the source language, and a decoder, 
which enables the production of text in the target language.

Source text:
Repeatability and intermediate precision were determined using human samples and controls 
in accordance with the CLSI EP05 requirements (2 aliquots per run, 2 runs per day, 21 days).

Translation without terminology constraints:
Repetition precision and median precision were determined using human samples and controls 
in accordance with the requirements outlined in CLSI guideline EP05 (2 aliquots per run, 2 runs 
per day, 21 days).

Translation with terminology constraints:
Repeatability and intermediate precision were determined using human samples and controls 
in accordance with the CLSI EP05 requirements (2 aliquots per run, 2 runs per day, 21 days).
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those texts that are back-translated into a chosen source language using an already existing 
language model. The resulting parallel language data, in turn, form the basis for the subject-spe-
cific bilingual training of the model. 

Language models trained using this method are able to produce significantly better translations. 
Researchers from Facebook and Google have found that models trained on synthetic data can 
achieve almost the same quality of language (83%) as those trained using truly parallel data.4

A fundamentally different approach to handling »low-resource« language pairs is to train and 
use multilingual language models. These models are not just able to translate from one source 
language into one target language, but can even combine several source and target languages 
in a single model.

Multilingual models enable the translation of n source languages into n target languages, with 
all combinations being possible. During the training phase, greater emphasis is placed on impro-
ving the encoders and decoders than is the case for bilingual language models. As a result, it is 
possible to train the model based on high-quality data in either a target or source language to 
improve the language quality in several language pairs simultaneously. 

This method leads to »significantly better translations«5, based on the transfer of learning 
within the model. As a specific example, Lengoo is observing that the language quality for all 
possible language pairs within a multilingual language model increases when the training has 
been improved for just one target language. Research into the human learning process and the 
human brain suggests that this transfer of learning should be particularly noticeable for langua-
ges belonging to the same family, such as Spanish and Italian. Even so, researchers have found 
that such improvements within a model can also be seen for language pairs that are not part of 
the same language family. However, no satisfactory answer has yet been provided as to why this 
is the case. Despite dramatic advances in MT research in recent decades, many important ques-
tions still remain unanswered. 

Using both techniques described above enables language models to be trained even in language 
pairs for which no parallel data is available. This makes NMT technology available for a wider 
range of applications. That said, MT cannot yet be used for language pairs where there is not 
even sufficient parallel data for a generic initial training of language models. 

4	 Edunov, Ottetal (2018). Understanding Back-Translation at Scale. Retrieved April 10, 2020, from  
↗https://arxiv.org/pdf/1808.09381v2.pdf

5	 Kocmi and Bojar (2019). Transfer Learning across Languages from Someone Else's NMT Model. Retrieved April 
10, 2020, from ↗https://arxiv.org/pdf/1909.10955.pdf

»AI research has de-
veloped methods to 
address the scant 
availability of 
high-quality data.« 

https://arxiv.org/pdf/1808.09381v2.pdf
https://arxiv.org/pdf/1909.10955.pdf
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Process integration is crucial for MT to be used successfully

The most important determinants of success in terms of the integration of AI in translation are 
how well the solution can be integrated into existing processes, and how well it is adapted to the 
needs of clients and professional translators. The main questions are:

1.	 	 How much efficiency is gained in the process when employing AI as compared to the same 
process without AI?

In terms of client-specific MT, the experiment described in ↗Section 3 clearly demonstrates how 
high this efficiency gain can be. Only if the increase in efficiency compared to existing solutions 
and software – i.e. the status quo – is high does it make sense to introduce AI into existing 
processes. In many other areas, however, rule-based software is still better suited. 

2.		 How high is the acceptance of the technology among all those involved?

The introduction of new technology is rarely a guaranteed success, since human beings are and 
remain the decisive factor. The level of acceptance of new technology is a key driver for the 
potential success or failure of new technology. Therefore, users should already play a key role in 
the development phase, and the benefits for users should be communicated clearly and unam-
biguously. Professional translators have been using technology to support their work for deca-
des, helping them increase consistency of language and making it easy to find and use previous-
ly translated content. The introduction of NMT is fundamentally transforming the work of 
linguists; from translators who produce content themselves to proofreaders who check and 
stylistically improve previously translated content. This transformation must be managed, and 
professional translators trained in the use of the new technology. 

3.		 How well can the solution be integrated into existing processes?

In addition to its acceptance by end users, the integration into already existing ecosystems plays 
a major role in the success of any technology. In the specific case of NMT, this means, for examp-
le, that companies that order translations from service providers are not required to adapt to 
new file formats or processes. Rather, the service provider needs to be able to integrate into the 
existing environment and the already proven processes on the customer’s side. This allows the 
potential of the technology to be fully exploited and increases acceptance. 

4.		 Are the companies and individuals involved »prepared« to set up feedback loops, to collect 
the necessary data on an ongoing basis and to thus guarantee the continuous training of 
the AI models?

Depending on the training data available, NMT can deliver great efficiency gains with just the 
initial training of the models. The great added value lies, however, in the continuous collection of 
high-quality data and regular training cycles. The feedback loop required for this, i.e. the cons-
tant feeding of data into the models, is key to the successful integration of AI into existing 
business processes. The resulting AI learning effect, which results in the continuous impro-
vement of quality, means that the technology can deliver real added value. The one-time trai-
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ning of an AI system is simply not enough. Particularly in dynamic environments such as lingui-
stics, AI systems need to constantly learn and develop. In time, efficiency can be increased even 
further, as is shown clearly in Figure 3.

Abbildung 3: Increase in translation speed over time with continuous training of the models

The figure shows how many words per hour professional translators can translate when suppor-
ted by continuously trained NMT models. As time progresses, it becomes very clear how efficien-
cy increases each time the model is trained. The reason for this is simple: the better the transla-
tion by the NMT model gets, the less effort the professional translator needs to spend revising it. 
The two curves provide an internal comparison of data from a telecommunications company in 
Switzerland: the green curve shows the increase in efficiency for the first department, in which 
an NMT model was used, while the blue curve shows the average for all of the company’s 
departments.

Implementing a process including an AI system requires a high level of expertise in data science 
and software development. In addition to the use of language models, NMT also uses specially 
developed software that is specifically designed for post-editing MT content. This can collect 
additional metadata to improve the linguists’ performance, such as the number of words trans-
lated per hour as shown in Figure 3.

Innovations based on AI must be ready for use in the real world before they can be introduced. 
However, since companies often have little or no experience with AI, it is advisable to introduce 
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the technology in collaboration with a full-service partner with the necessary technological 
expertise, and which can accompany the client each step of the way.

Especially when it comes to fine tuning and optimizing models and processes, working with an 
external service provider makes it possible to do just that: namely to facilitate the interaction 
between humans and machines.

The use of custom-trained NMT has immense potential as a means of raising productivity levels 
for professional translators. Using generic MT in place of human professional translators is not 
an acceptable alternative. Rather, the use of AI in the translation field is becoming a symbol of 
successful cooperation between humans and machines.

 Outlook

The global demand for translation has more than doubled over the last ten years6. There are 
simply not enough professional translators in the world today to cope with the growing amount 
of content. It is thus obvious that the use of AI in the translation field could fill this supply gap, 
particularly in light of how rapidly general language and automatic translation applications 
such as Google Translate and the German company DeepL have developed in recent years. A 
closer look at the existing solutions shows that the use of AI in translation already offers great 
advantages in the professional language market, but also places very complex demands on 
developers. 

The term »Artificial Intelligence« often suggests an independent factor that is equal to human 
intelligence and on the same level. However, in the field of translation in particular it is clear that 
the use of machine learning – the most important component of AI – should be used above all to 
support humans. So, perhaps the terminology is, in fact, wrong, and we should rather be referring 
to »Augmented Intelligence«, i.e. the extension of human intelligence through technology.

Although there are huge resources of available language data for the major world languages 
such as English and Spanish, as well as many other European and Asian languages, this is not 
the case for the vast majority of languages around the world. By using techniques such as fully 
automated back translation, it is possible to apply MT here, too. The potential of AI in this field, 
though, has a different starting point.

UNESCO concludes that about 2,400 of the world’s 7,000 independent languages are currently 
in danger, as only between a few hundred to some thousands of native speakers remain.7 For 
these languages, language models can be used to support the remaining native speakers, pro-
mote the active learning of the language, and hence preserve the language in the long term. 

6	 Statista ↗https://www.statista.com/statistics/257656/size-of-the-global-language-services-market/

7	 Moseley, C. 2010. Atlas of the World's Languages in Danger, 3rd edn. Paris, UNESCO Publishing 
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In the field of translation, AI will not replace professional human translators. Rather, it will 
become established as a supporting technology that makes a professional translator’s work 
easier and increases productivity; a way of working in which humans and machines can work 
hand in hand to achieve better results than they would working alone. 
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